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This report describes a measurement of the top quark mass in pp
collisions at a center of mass energy of 1.8 TeV. The data sample was col-
lected with the CDF detector during the 1992-95 collider run at the Fermilab
Tevatron, and corresponds to an integrated luminosity of 106 pb~!. Candi-
date tt events in the “lepton-jets” decay channel provide our most precise
measurement of the top quark mass. For each event a top mass is determined
by using energy and momentum constraints on the production of the ¢t pair
and its subsequent decay. A likelihood fit to the distribution of reconstructed
masses in the data sample gives a top mass in the lepton+jets channel of
176.1 + 5.1(stat.) &+ 5.3(syst.) GeV/c?. Combining this result with measure-
ments from the “all-hadronic” and “dilepton” decay topologies yields a top
mass of 176.1 + 6.6 GeV/c?.

PACS numbers 14.65.Ha, 13.85.Qk, 13.85.Ni
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Section 1

INTRODUCTION

This paper describes a measurement of the top quark mass using
events produced in proton-antiproton (pp) collisions at the Fermilab Tevatron
with a center-of-mass energy of 1.8 TeV and reconstructed through the de-
cay mode tf — W*b+ W~b — £*vb + q7b (and charge conjugate mode).
Throughout this paper the symbol £ will be used to denote either an electron
or a muon exclusively. We present results from two data samples with inte-
grated luminosities of 19.7 pb™" (Run la) and 86.3 pb~! (Run 1b) collected
with the Collider Detector at Fermilab (CDF) from September 1992 to June
1993 and from February 1994 to July 1995, respectively.

The existence of the top quark was established by direct experimental
observation at the Fermilab Tevatron by the CDF [1, 2] and D@ collabora-
tions [3]. These analyses led to tf cross section and top quark mass mea-
surements. Additional analyses showed that the kinematics of the observed
events were inconsistent with being solely from background sources and were
consistent with standard model ¢¢ [4]. With substantially larger data samples
and improved understanding of systematic uncertainties, more precise mea-
surements of the top quark mass [5, 6] and ¢f production cross section [7, 8] in

pp collisions were recently reported. The larger data samples were used to per-
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form detailed comparisons of kinematic variables between ¢t candidate events
and simulated standard model ¢£ and background events [9]. The data sam-
ples were also used in the identification and analysis of ¢£ production into fully
hadronic final states [10, 11] and final states involving two leptons, ££ [12, 13]
or {7 [18].

The top quark is defined as the I5 = +1/2 member of a weak SU(2)
isodoublet that also contains the b quark. In pp collisions, top quarks are
expected to be produced primarily in ¢ pairs via quark-antiquark annihilation
(~90%) or gluon fusion (~10%) and decay through the electroweak interaction
to a final state consisting of a W boson and b quark. In the standard model, the
branching fraction for ¢ — Wbis expected to be nearly 100%. The decay width
is calculated to be 1.6 — 1.7 GeV for masses between 150 and 180 GeV/c? [14].
The top quark mass is sufficiently large that top-flavored hadrons are not

expected to form [15].

The mass of the top quark, M,,,, is an important parameter in cal-
culations of electroweak processes since it is approximately 35 times larger
than that of the next heaviest fermion. Like other fermion masses, M, is
not predicted in the standard model [16]. On the other hand, the standard
model relates the masses of the top quark and W boson to that of the Higgs
boson, so that precise measurements of the former imply bounds on the lat-
ter. With the assumption of the validity of the standard model, experimental
studies of the electroweak interaction can alternatively be used to estimate the
value of M,,, . For instance, a fit to LEP (including LEP-II) data, leaving the
top quark mass and the Higgs mass as free parameters, yields an inferred top

quark mass of 16073> GeV/c? and a Higgs mass of 60732" GeV/c? [17].

The decay modes of the W bosons into either lepton-neutrino (£v),
(tv) or quark-antiquark (qq’) final states classify candidate ¢f events into four
main categories. All-hadronic final states, which comprise approximately 44%

of tt decays, correspond to those events in which both W bosons decay hadron-



ically. Lepton+jet events are those events in which only one of the two W
bosons decays hadronically while the other decays into £v and form 30% of
tt decays. Dilepton events are defined as those in which the W bosons decay
into either ev or uv final states and occur only about 5% of the time. Lastly,
there is an additional 21% of events for which the final state includes one or
more 7 leptons. The 7 events are particularly difficult to identify because 7’s
decay into leptons or hadrons and are often indistinguishable from the other
final states, thus contaminating the other samples. Each ¢t decay mode is
characterized by a final state consisting of two b hadrons and either zero, two,
or four additional jets, depending on the decay mode of the W’s in the event.
Additional jets beyond those from the ¢t decay may also arise from initial and

final state radiation of the incoming and outgoing partons.

The direct experimental determination of M,,, through analysis of
tt pairs produced in pp collisions can be obtained by comparing observed
kinematic features of top events to those predicted for different top quark
masses [9]. While any kinematic variable which exhibits sensitivity to the
mass of the top quark may be used to measure M,,, , the lowest statistical
uncertainty is achieved by explicitly reconstructing the top mass from the tt
daughter decay products. In this paper, we discuss the complete reconstruc-
tion of top events in the lepton-+jets topology and report the measurement
of M,,, obtained using the distribution of the reconstructed top quark masses

from the data sample.

This paper is structured as follows. Section 2 presents a descrip-
tion of the CDF detector, emphasizing the subsystems most important to this
analysis. Section 3 discusses the reconstruction of jets and leptons in the CDF
detector and defines the sample of events which are used in the measurement
of the top quark mass. Section 4 describes the simulations used and discusses
the details of the background calculation. Section 5 describes the corrections

which are applied to the raw calorimeter measurements. Section 6 presents



the algorithm used to estimate the top quark mass on an event-by-event basis
and describes the results of the algorithm when applied to simulated samples
of both ¢t and background events. The description of the likelihood procedure
and the subsequent extraction of M,,, are the subjects of Sections 7 and 8.
Section 9 describes the systematic uncertainties associated with the top quark
mass measurement. Combining the measurements from the lepton+jets, dilep-
ton, and all-hadronic analyses is the focus of Section 10. Conclusions are given

in Section 11.



Section 2

THE CDF DETECTOR

The CDF detector is an azimuthally symmetric general purpose de-
tector. It consists of independent subsystems designed for distinct tasks. The
three most relevant subsystems to t¢ detection are the tracking chambers, the
calorimetry, and the muon chambers. In this section, we briefly describe these
subsystems. The various subsystems are shown in the side view of one quad-
rant of the detector in Fig. 2.1. A more detailed description of each of these

components can be found in Refs. [1, 19]

2.1 Detector subsystems

The tracking system consists of three subsystems that are all im-
mersed in a 1.4 T solenoidal magnetic field. The outermost system, the central
tracking chamber (CTC) [20], is a wire drift chamber consisting of 84 concen-
tric cylindrical layers of sense wires. The CTC has a length of 3.2 m and an
outer radius of 1.32 m which results in full acceptance for charged particles
in the region || < 1 [21]. The momentum transverse to the beamline (Pt) is

measured by the CTC with a precision given by §(Pr)/P1 = 0.0011Py (P
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in GeV/c), when the track is constrained to go through the beam position

determined for each run.

Inside the CTC is a set of time projection chambers (TPC) [22], with
tracking coverage in the region |n| < 3.25. This detector, referred to as the
VTX, is used to measure the position of the pp interaction vertex along the
z-axis with a resolution of 1 mm. In events with more than one reconstructed
vertex, the primary vertex is taken to be the one with the largest number
of VTX hits on its associated tracks. Primary collisions are spread with an
approximately Gaussian density along the z-axis with o ~ 30 cm. The primary
vertex is required to be within +60 cm of z = 0.0. The efficiency of this
requirement is evaluated using the same techniques described in Ref. [23] and

is estimated to be 95.6%.

The innermost tracking system, the silicon vertex detector, SVX,
consists of four layers of single-sided silicon detectors (the Run la detector
was replaced for Run 1b due to radiation damage) [24], mounted inside two
cylindrical barrels having a combined length of 51.0 cm. The four layers are
located at radii of approximately 3.0, 4.2, 6.8 and 7.9 cm from the beam-
line. The axial strips of the three innermost layers have 60 pm pitch, and
the outermost layer has 55 pm pitch. The silicon detector measures hits in
the transverse plane with a precision of 13 pm and the impact parameter of
tracks relative to the primary vertex has a precision of (13 + 40/P1) pm (P
in GeV/c). Secondary vertices (from weak decays, for example) are identified
and reconstructed by augmenting reconstructed CTC tracks with hits found
in the SVX. The precision of the SVX enables efficient identification of sec-
ondary vertices from the decays of b hadrons (¢r ~ 400pm). The momentum
resolution of a track reconstructed using both the SVX and CTC detectors is
given by 6Pr /Pt = \/(O.OOOQPT)2 + (0.0066)2 , where P is in GeV/c and the

second term is due to multiple scattering.

Muons are identified by the association of reconstructed track seg-



ments in the proportional wire chambers of either of the three muon systems,
the central muon system (CMU) [25], the central muon upgrade (CMP), or
the central muon extension (CMX), with charged particle tracks observed in
the CTC. The CMU and CMP, separated by 0.6 m of steel, each cover the
pseudorapidity region |p| < 0.6. In that region CMU covers ~ 84% of the solid
angle, CMP =~ 63%, and both combined ~ 53%. At larger pseudorapidities
the CMX provides ~ 71% coverage of the solid angle for 0.6 < |g| < 1.

The CDF calorimeters are segmented into projective towers. The
towers are further divided into compartments designed to separately measure
electromagnetic and hadronic energy. Three separate regions of calorimetry
provide coverage in 7 from —4.2 to 4.2. All of the electromagnetic calorime-
ters use lead as the absorber, while the hadronic calorimeters use iron. In the
central region, coverage is provided by electromagnetic and hadronic calorime-
ters, CEM [26] and CHA/WHA [27], respectively. The CEM is composed of
alternating layers of lead and scintillator, whereas the CHA and WHA are
composed of alternating layers of iron and scintillator. Coverage at larger pseu-
dorapidities is provided by calorimeters PEM and PHA, and in the far forward
regions by the FEM and FHA. These calorimeters use gas proportional cham-
bers, instead of scintillators, as the active sampling medium. The calorimeters
provide identification of, and energy measurement for jets, electrons, photons,
unclustered energy [28], and missing transverse energy (E. ) [29]. The cover-

age in pseudorapidity and the energy resolution for the calorimeters are given

in Table 2.1.

2.2 Luminosity and triggers

The events used in this analysis are extracted from two data samples
with integrated luminosities of 19.7 pb~'(Run la) and 86.3 pb~'(Run 1b)
collected during the period from September 1992 to June 1993, and from



Detector 7 range Energy resolution
CEM In| < 1.1 13.5%/vET1 & 2%

PEM 11<|p/ <24 22%/vEr ®2%
FEM 22<|p/ <42 26%/vEr®2%
CHA In| < 0.9  50%/+vET & 3%
WHA 0.7<p|<13 75%/vVEr ®4%
PHA 13< g/ <24 106%/vEr® 6%
FHA 24< g/ <42 137%/VEr ® 3%

Table 2.1: Coverage in pseudorapidity and energy resolution for the vari-
ous calorimeters. The symbol @ signifies that the constant term is added in
quadrature with the sampling (first) term. Energy resolutions for the electro-
magnetic calorimeters are for incident electrons and photons. For the hadronic
calorimeters, they are for incident pions. Etr should be expressed in GeV.

February 1994 to July 1995 respectively. Instantaneous luminosities varied
between 1 x 10°° to 2 x 103'cm™?sec™ during the data taking period, with
averages that increased from = 3.3 x 10°° cm™?sec™' during Run la to ~
1x103' cm™?s™! for Run 1b. The corresponding average number of interactions
per crossing increased from 0.6 to 1.8. Since the measured jet energies increase
in the presence of additional interactions, the corrections to the jet energies
differ between Run la and Run 1b (see Section 5.1.1).

A multi-level trigger is used to select events containing high-Pt lep-
tons [1, 7]. To increase the ¢t acceptance in the muon channel, a trigger based
on the missing transverse energy (E. ) was added for Run 1b [7]. For the
high-P7 inclusive lepton sample, only triggers from the central region are used
in this analysis. The CEM trigger efficiency for fiducial [30] electrons from tt
events with Er > 20 GeV and || < 1 is essentially 100%. The muon trigger
is measured to be 85.4% efficient for fiducial muons from ¢f events that have

P > 20 GeV/ec.



Section 3

DATA SAMPLES

The data sample selection for this analysis is based on standard model
decay of top quark pairs through the t£ — fvqgbbX channel. The final state
should therefore include a high-Er (Pt) electron (muon), significant missing
transverse energy and four jets. The momenta of these objects are measured
from data recorded with each detector subsystem, sometimes in combination.
The four-momenta of electrons are expressed in terms of (Er, ¢, 7, m) where
Er is the transverse energy (Er = Esin6), ¢ is the azimuthal angle, 7 is the
pseudorapidity and m is the mass. For muons and jets P is used rather than
Er. In all cases, the direction of these objects is measured with much greater
precision than their energies. In this section, we first describe the identification

and reconstruction of leptons and jets, and then we define the data samples.

3.1 High-Pt leptons

We are most interested in identifying charged leptons which are pro-
duced from the decay of a W boson. These leptons are distinguished from
those produced in semileptonic decay of b or ¢ quarks because leptons from

W-boson decay are not part of a jet and have typically much higher Pp. A

10
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sample of high-Pr leptons is used to select leptons which are consistent with

having come from W-boson decay.

A sample of events which contain high-Et electrons are selected from
the Run 1 data sample by requiring the electron to have Er > 20 GeV/c and
be in the central region of the detector (|| < 1). Backgrounds from photon
conversions and charged hadrons are rejected by cutting on several variables.
Here we describe those cuts which provide the largest discrimination against
background. A detailed discussion of other selection criteria can be found in
Ref. [1]. Electrons are required to have a CTC track pointing to the electron
shower in the CEM. The energy in the hadronic calorimeter divided by the
energy detected in the electromagnetic calorimeter (HAD/EM) is required
to be less than 5%. We also require that the energy of the shower divided
by the momentum of the associated track is less than 1.8. Electrons from
photon conversions are removed with an efficiency of 88% [1] by requiring
each electron to have a matching track in the VTX, and the invariant mass
of this track with any other CTC track to be greater than 0.5 GeV/c?. The
energy of high-Et electrons is measured using the calorimeter energy in the
tower to which the CTC track points plus the adjacent towers [31]. High-Ey
electrons are measured with a resolution of o(Er)/Er = 13.5%/vE1 & 2%,
where E1 1s in GeV.

The high-Pt muon sample is selected by requiring that each event
contain at least one muon candidate which has Py > 20 GeV/c and is in the
central region of the detector (|| < 1). Muon candidates are identified by a
match between a track segment in CMU, CMP, or CMX and the CTC. The
primary backgrounds are from secondary particles in charged hadron show-
ers which “punch through” the calorimeter and produce tracks in the muon
chambers, and cosmic rays. To reject the charged hadron background, the
muon is required to have an energy deposition in the calorimeters which is

characteristic of a minimum ionizing particle. Backgrounds from cosmic rays
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are rejected by requiring that the track extrapolates back (in » — ¢) to within
3 mm of the beamline and that in the » — z plane it is within 5 cm (at r=0) of
the primary vertex. A number of other selection requirements are made which
are described in Ref. [1]. The momentum of high-P1 muons is measured by
constraining the CTC track to the average beam position. Its transverse mo-
mentum is measured with a resolution of o(P1)/P1 = 0.11%P1, where Py is
in GeV/e.

From these high-Pt lepton samples, we further select those events in
which the high-P lepton is isolated [32] from jet activity. For the lepton+jets
analysis, we require that there is only one W — {fv candidate in the event.

The lepton £ is referred to as the primary lepton in the event.

3.2 Jet reconstruction

Jets are constructed from calorimeter tower information using a cone
algorithm with cone radius AR = /An? + A¢? = 0.4. The jet transverse
energy is defined as the sum of the energy deposited in calorimeter towers
within the cone, multiplied by sin 8, where 6 is the polar angle of the E,-
weighted centroid of the clustered towers. After correcting for the various
energy losses (see Section 5), jets which do not contain heavy flavor, and have
Pt > 80 GeV, have a transverse momentum resolution of éP1/Pr ~ 12%. A

discussion of the jet reconstruction algorithm can be found in Ref. [33, 49].

3.2.1 Identification of b-quark jets

The identification of jets that arise from b quarks (b-quark jets or
simply b jets) plays an important role in the analysis described in this report.
The identification relies on finding evidence for a B-hadron decay, using two
separate tagging algorithms.

The silicon vertex (SVX) tag algorithm [1, 7] searches within a jet for
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displaced vertices due to B-hadron decays. It is applied to jets that have raw
Et > 15 GeV and uses tracks which are within AR < 0.4 of the jet axis and
have hits in the silicon vertex detector. The algorithm allows for two passes.
In the first pass, a secondary vertex is required to have at least three tracks
with Pr > 0.5 GeV/c, at least one of which has Py > 2.0 GeV/c. In the
second pass, tighter track quality cuts are applied, and a secondary vertex is
required to have at least two tracks with Pr > 1.0 GeV/c, including at least
one with Pr > 2.0 GeV/c. This algorithm has an efficiency of about 48% for
tagging at least one b jet in a ¢f event.

The soft lepton tag (SLT) algorithm [1, 34] searches for additional
leptons which are consistent with having come from a semileptonic B-hadron
decay. The lepton is required to have Py > 2 GeV/c and to be within AR < 0.4
of a jet with raw jet E > 8 GeV. The efficiency for tagging at least one b jet
in a tt event with this algorithm is about 15%.

The SVX algorithm obtains both higher purity and higher efficiency
then the SLT algorithm. However, the SLT algorithm is also employed for
tagging b jets because it uses nearly uncorrelated information and adds signif-

icantly to the acceptance.

3.3 Top mass candidate sample

Full reconstruction of candidate ¢ events is possible if the event has at
least four jets and a W candidate decaying into either ev or uv. The majority
of such events are not from ¢t production but rather from the production of
a W boson in association with jets. The fraction of these background events
containing at least one b jet is of the order of 1% [1], while standard model
tt decays are expected to always have two b jets. Data samples with larger
fractions of tf events can therefore be formed by requiring evidence of b hadrons

in one or more jets.
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To facilitate the measurement of the top quark mass, we apply se-

lection criteria which are expected to increase the fraction of tf events in the

sample. We refer to these events as the Top Mass Candidate Sample, and they

satisfy the following cuts:

1.

High-E1 lepton trigger satisfied; The event should have an electron
(muon) with E; > 20 GeV (Pt > 20 GeV/c¢) and || < 1.

K. , as calculated using the raw tower energies, is greater than 20 GeV.
For events with a primary muon this E. includes a correction for the

muon momentum.

The candidate primary electron or muon track must be isolated and
of good quality (see Section 3.1). Only one isolated lepton should be

present.

Candidate dilepton (tf — £Tv£~vbbX) events, defined according to the

selection criteria of Ref. [12], are rejected.

Events with Z-boson candidates are removed. A Z-boson candidate is
defined by two oppositely charged, same flavor high-Pr leptons (P >
20 GeV/c) that have an invariant mass between 75 and 105 GeV/c?.
Also, we remove the event if it includes a high-P1 photon [35] and the

£{~ invariant mass falls in the Z mass window.
The primary vertex of the event must be within 60 cm of z = 0.0.
At least three jets with E; > 15 GeV and || < 2.0.

For events with exactly three jets satisfying criterion 7 above, we require

at least one additional jet with E; > 8 GeV and |g| < 2.4.

After the mass reconstruction is performed, events are required to pass
a goodness-of-fit cut, x> < 10.0, where the variable x? is defined in

Section 6.
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A sample of 324 events pass criteria 1-7, and are the same as those
used in the CDF measurement of the £ production cross section [7]. Criteria 1-
9 are identical to those used in all our previous measurements of the top quark
mass [1, 2]. After imposing criteria 1-8, our sample consists of 163 events. The
last requirement removes 12 events, from which we obtain an inclusive sample
of 151 W+multi-jet events. Thirty-four of the events have SVX or SLT tagged
jets. As discussed below, the Top Mass Candidate Sample is estimated to
consist of approximately 74% background. Requiring the presence of b-tagged

jets improves considerably the signal-to-background ratio (see Section 3.3.1).

3.3.1 Mass subsamples

To describe the mass subsamples which are used in this analysis, it
is helpful to decompose the Top Mass Candidate Sample into two classes of
events which are expected to have different signal-to-background ratios (S/B).
Class I events have exactly three jets with Ey > 15 GeV and || < 2 and one or
more additional jets with Er > 8 GeV and |n| < 2.4. Class II events have four
or more jets with E1 > 15 GeV and |5| < 2. Because of the larger amount of
energy contained in the four leading (i.e., four highest Er) jets, class I events
have a larger S/B than class I.

Previous measurements of the top quark mass at CDF used a com-
bined sample of b-tagged events [1, 2] that contained events from both class
I and class II. Monte Carlo simulations show that the statistical uncertainty
on the measured top quark mass is reduced by 10% by combining the results
of separate fits on three non-overlapping subsamples of events. The first sub-
sample consists of events that have one and only one SVX tag. The second
subsample consists of events in which there are two SVX tags. The third one
includes events that have one or two SLT tags, but no SVX tags. Further
Monte Carlo studies show that an additional 7% improvement is obtained by

including the No Tag events from class II. The 75 No Tag events excluded from
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the Top Mass Candidate Sample are expected to have a background fraction
of 93%. Inclusion of these events does not improve the statistical uncertainty

on the top quark mass measurement. To summarize, the four mass subsamples

are [36]:
e SVX Double: Events with two SVX tags;
e SVX Single: Events with one and only one SVX tag;
o SLT: Events with one or two SLT tags, but no SVX tags;
o No Tags: > 4 jets with Er > 15 GeV and || < 2.

The numbers of data events in each of these subsamples are shown in Table 3.1.
In categorizing the events into the subsamples, tags are only counted if they
are on one of the four highest Er jets. This choice is made because the four
leading jets are assumed to be the primary partons from the ¢ decay (see
Section 6). Also shown in the table are the expected S/B ratios, using the
background estimates presented in Section 4.3.3. The measurement of the top

quark mass in the lepton+jets channel is based on these four subsamples.

Data Sample Number of Events Expected S/B

SVX Double 5 24
SVX Single 15 5.3
SLT 14 0.8

No Tags 42 0.4

Table 3.1: Subsamples used in the lepton+jets mass analysis and the expected
signal to background ratio (S/B) for each. See Section 4.3.3 for background
estimates for these subsamples.



Section 4

SIMULATION AND
BACKGROUND

This section describes the Monte Carlo methods used to simulate the
signal and background events, and the estimation of the background in the
four mass subsamples. For this purpose we use Monte Carlo programs that
generate the signal and background processes contributing to the data sample,
and a detector simulation which models the response of the detector to the
final state particles. Unless otherwise noted, the Monte Carlo programs use
the MRSDO' [37] set of structure functions. Detailed properties of b-hadron
decay, based on observations from the CLEO experiment [38], are included in
all the Monte Carlo generators. The response of the detector to the final state
particles is parametrized using distributions observed in data. See Section 5

for details on the calorimeter simulation.

4.1 Signal modeling

The simulation of ¢f events relies mainly on the HERWIG [39] (Ver-
sion 5.6) Monte Carlo program. Additional checks are provided by both

17
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PYTHIA [40] (Version 5.7) and ISAJET [41] (Version 6.36). HERWIG is based
on the leading order QCD matrix elements for the hard process, followed by
coherent parton shower evolution, cluster hadronization, and an underlying
event model based on data. PYTHIA is similar to HERWIG in that it is based
on leading order QCD matrix elements; however, partons are fragmented using
the Lund string model. ISAJET is a parton shower Monte Carlo program based
on the leading-order QCD matrix elements for the hard-scattering subprocess,
incoherent gluon emission, and independent fragmentation of the outgoing

partons.

4.2 Background modeling

The Monte Carlo program used to study the kinematics of the back-
ground is VECBOS [42]. This is a parton-level program based on tree-level
matrix element calculations for W+jets production. The simulated events
produced by VECBOS contain a W boson and up to four additional final state
partons. These partons are subsequently evolved and hadronized using a sep-
arate program [43] derived from the parton shower model contained in the
HERWIG Monte Carlo generator. The CDF simulation program is then used
to simulate the detector response and produce the final sample of background
events for further analysis.

The VECBOS events generated for this analysis use the W + 3 parton
matrix elements, with the required additional jet being produced during parton
showering. The Q2 scale of the hard scatter is set to the square of the average
Pr ({(P1)?) of the outgoing partons unless otherwise noted.

The VECBOS Monte Carlo generator has been shown to reproduce
distributions of a wide range of kinematic variables in a large sample of W +jets
events [44] in this experiment. In addition, distributions of kinematic variables

have been studied in tt-depleted and tt-enriched subsamples of W+ > 3 jet
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events in this experiment [9]. The Monte Carlo simulations reproduce the
distributions in both subsamples when we use the expected fractions of HER-
WIG (for ¢t) and VECBOS (for background) events. Further checks which
demonstrate that VECBOS is appropriate for background modeling are given

in Section 6.5.

4.3 Background estimation

In the measurement of the top quark mass, we constrain the fraction
of background events in each of the mass subsamples to an expected value.
The computation of the expected value for each mass subsample is achieved
by first computing the expected number of background events from relevant
background processes for both class I and class II events (see Section 3.3.1).
Some of the background processes are computed as absolute predictions while
others are given as a fraction of the number of background W-candidates in the
data sample. The expected ¢t and background fractions (which sum to unity)
in the Top Mass Candidate Sample are then estimated by using a maximum
likelihood fit which compares the observed rates of events with SVX and SLT
tags with predicted rates. The predicted rates, which use estimates of the
tagging probabilities for ¢ and background events, depend on these fractions.
The tt fraction is a free parameter in the fit, and is allowed to vary to optimize
the agreement between the observed and predicted numbers of tagged events.
The fitted ¢t fraction in the Top Mass Candidate sample is then combined with
SVX and SLT tagging probabilities to evaluate the expected ¢ and background
contribution in each of the mass subsamples. The same principle has been used
to measure the ¢t cross section using W+ > 3 jets events [7, 45].

The tagging probabilities we use, and the contributions of various
background channels, are similar to those in Ref. [45], but are not identical

because of differences in the event selections and the exact tagging rules. The
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event selections used in this paper require a fourth jet and impose a x? cut on
the kinematic mass fit (described in Section 6). The tagging rule used here,
requires that the SVX and SLT tags are counted only if they are on one of the
four leading jets in the event. The resulting differences in tagging probabilities
and backgrounds are determined using the HERWIG and VECBOS Monte Carlo

simulations.

4.3.1 Inputs into the background calculation

The inputs into the calculation are the background processes, their
expected rates, and the corresponding SVX and SLT tagging probabilities.
The rates and tagging probabilities are estimated for both the class I and
class II events of the Top Mass Candidate Sample. Of the 151 events in the
Top Mass Candidate Sample, 87 are in class I and 64 in class II.

The background processes are classified into two categories: contribu-
tions which are computed as an absolute number of events, and contributions
which are calculated as a fraction of the number of background candidate
W +jets events (Nyw) in the data sample. In the latter case, the contribu-
tion includes Z+jets events that pass the lepton+jets selection criteria. The
background processes considered are listed in Tables 4.1 and 4.2 for the two
classes (the processes are the same for both classes). The expected numbers
of background events from the different processes are also given in the tables.

For the first six processes we have absolute predictions. For the
W +jets and Z+jets processes we have predictions for each process relative to
their sum. The last two columns in Tables 4.1 and 4.2 give the SVX and SLT
tagging probabilities per event for each background process. The probabilities
in rows 1-13 are for cases where there is a real displaced vertex or a real soft
lepton. Each of the background processes can also contribute fake SVX and
SLT tags (mistags), and these probabilities are given in row 14. In either case,

the SVX and SLT tagging probabilities include the requirement that the tag
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is on one of the four leading jets and take into account the x* cut on the

kinematic mass fit.

Item Background Number of €SV X €ESIT
# process events (%) (%)
Absolute backgrounds
1 non-W/Z 5.740.8 4.3+2.2 2.5+1.8
2 wWWw 0.740.1 5.8+1.7 1.3+0.7
3 Wz 0.1+0.0 5.8+1.7 1.3+0.7
4 Z7Z 0.0+0.0 5.8+1.7 1.3+0.7
5 Z —>TT 0.940.1 3.5+2.5 4.6+4.6
6 Single Top 0.440.1 30.6+7.0 9.04+2.4
W/Z+jets backgrounds
7 Wbb (0.028 + 0.004)NW 22.743.1 7.0+1.9
8 Wee (0.056 + 0.013) N} w 5.741.0 5.5+1.2
9 We (0.053 £ 0.016) N} w 3.740.5 6.3+1.8
10 Zbb (0.005 + 0.002) N} w 22.7£2.0 7.0+1.9
11 Zcc (0.005 £ 0.002) N4,  5.7£1.0 5.541.2
12 Zc (0.001 + 0.001) wo 3.7+0.5  6.3+1.8
13 W/Z 4 u,d,s 0.85 N}, 0.0 0.0
Mistag probabilities
14 1-13 0.4+0.1 3.2+0.4

Table 4.1: Backgrounds which contribute to class I events in the Top Mass
Candidate Sample. Shown are the contributing processes, their estimated
contribution, and the SVX and SLT tagging probabilities per event for each
process. Backgrounds whose absolute rate is calculable (a total of N, events)
are given by 1-6. Backgrounds that are given as fractions of the number of
W/Z+jets events in the data sample are given by 7-13. N}, is the total
number of W/Z+jets background events in class I. All background processes
contribute to SVX and SLT mistags, with the probabilities listed in row 14.
There are 87 events in class I.

The expected backgrounds and tagging probabilities are calculated
as follows. The non-W/Z background is calculated directly from the data [7].
The WW, WZ, and ZZ background rates are evaluated by multiplying the

acceptances for these processes as determined from the PYTHIA Monte Carlo
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Item Background Number of €SV X €ESIT

# process events (%) (%)
Absolute background calculations
1 non-W/Z 5.5+1.7 4.3+2.2 2.5+1.8
2 wWWw 0.7+0.2 5.84+1.7 1.3+0.7
3 Wz 0.1+0.0 5.84+1.7 1.3+0.7
4 Z7Z 0.1+0.0 5.84+1.7 1.3+0.7
5 Z —>TT 0.7+0.3 3.5+2.5 4.6+4.6
6 Single Top 0.3+0.1 30.6+7.0 9.0+2.4
W/Z+jets backgrounds
7 Wbb (0.054 £ 0.012)N§!  27.442.7 7.542.6
8 Wee (0.087 £ 0.025)N§!  6.0+1.0 5.641.2
9 We (0.073 £ 0.022)N§!  3.840.5 6.3+1.8
10 Zbb (0.003 £ 0.003) Nl 27.4+2.7 7.542.6
11 Zcc (0.003 £ 0.003)N%!  6.0+1.0 5.641.2
12 Zc (0.001 £+ 0.001)N5  3.840.5 6.3+1.8
13 W/Z 4 wu,d,s 0.78 Ni! 0.0 0.0
Mistag probabilities

14 1-13 0.4+0.1 4.2+0.5

Table 4.2: Backgrounds which contribute to class II events in the Top Mass
Candidate Sample. Shown are the contributing processes, their estimated
contribution, and the SVX and SLT tagging probabilities per event for each
process. Backgrounds whose absolute rate is calculable (a total of NI events)
are given by 1-6. Backgrounds that are given as fractions of the number of
W/Z+jets events in the data sample are given by 7-13. N{! is the total
number of W/Z+jets background events in class II. All background processes
contribute to SVX and SLT mistags with the probabilities shown in row 14.

There are 64 events in class 1I.
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simulation by their production cross sections [46]. The Z — 77 background
is estimated using the PYTHIA Monte Carlo simulation. The normalization is
obtained by scaling the number of reconstructed Z — £+ > 1-jet eventsin the
simulation to the number observed in the Run 1 data sample. For single top
quark production, we use the PYTHIA and HERWIG Monte Carlo programs
to evaluate the acceptances for the W* — tb and W-gluon fusion processes
respectively. The production cross sections are normalized to the published

theoretical values [47].

The expected fractions of Wbb and Wcé events in the data sample
are evaluated using the HERWIG and VECBOS Monte Carlo programs. For
each jet multiplicity bin, the expected background is given by the product of
the corresponding background fraction, tagging probability and the number
of W-candidate events. The Wec background is estimated from HERWIG in
an analogous way to what is done for the Wb and Wece backgrounds. The
Zbb, Zce and Zc backgrounds are calculated using a combination of HERWIG,
PYTHIA and VECBOS. The simulations show that in both the Z+1 jet and
Z+2 jet multiplicity bins Zbb events are approximately twice as likely to pass
our kinematic cuts as Wbb. The corresponding ratio for Zcé to Wec is approx-
imately 1, and Zc¢/We is about 0.3. We assume that these scalings also hold
in the higher jet multiplicity bins. The Zbb, Zcé and Zc background rates are
thus obtained by scaling the Wbb, Wcé, and We rates by 2.0 £ 0.5, 1.0 £+ 0.3,
and 0.3+0.15 respectively. The overall Z/W normalization is determined from
the data sample, and is 0.09240.020 for events in class I and 0.030£0.030 for

events in class II.

The SVX and SLT tagging probabilities in lines 1-13 in Tables 4.1
and 4.2 give the probability per event, that one or more jets will be tagged
due to the decay of a long-lived particle (i.e., a b hadron, a ¢ hadron, or a
7). For backgrounds which are computed using Monte Carlo programs, the

tagging probabilities are evaluated by simulation of the detector’s response



24

to the final state particles of each of the background processes. For SVX
tags, the probabilities are calculated using only jets which have an uncorrected
E1 > 15 GeV and |5| < 2. For SLT tags the probabilities include all jets which
have an uncorrected E1r > 8 GeV and || < 2.4. The tagging probabilities for
W + u,d,s are set to zero since these events have a negligible contribution
from long-lived particles.

The SVX and SLT mistag probabilities (line 14 in Tables 4.1 and
4.2) are estimated by applying “mistag-matrices” to the jets in each event
of the Top Mass Candidate Sample. The mistag matrices [1] for SVX and
SLT tags are measured from inclusive jet data and describe the probability
for a jet that does not contain heavy flavor to be tagged by the SVX and
SLT algorithms respectively. Monte Carlo simulations show a lower mistag
rate in background events than in ¢t events, with a ratio of 0.7040.05 for
both SVX and SLT tags. This ratio is included in the mistag probabilities
shown in Tables 4.1-4.3. The effect of using equal mistag probabilities for ¢t
and background has been investigated, and the resulting background numbers
change by a negligible amount.

Tagging probabilities for ¢¢ events were determined using the HER-
WIG Monte Carlo program. Additional checks of these probabilities were
provided by both the PYTHIA and ISAJET simulations. The probabilities for
tagging at least one b-quark jet in a tf event are shown in Table 4.3. Also
shown are the probabilities for tagging a jet which does not contain heavy
flavor (mistags). As before, the SVX and SLT tagging probabilities include
the requirement that the tag is on one of the four leading jets and require the

x? cut on the kinematic mass fit.

4.3.2 it and background fractions in each event class

We first estimate the fractions of background and ¢t events in each

of the two event classes defined in the preceding section. For each event class,
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Tagging probabilities per ¢ event

esvx (%) esrr(%)
Class I  Class II Class I  Class II
Real tags 44.8+4.5 49.9+5.0 14.94+1.5 14.841.5
Mistags  0.6+0.1  0.740.1 4.8+0.5 6.4+0.7

Table 4.3: SVX and SLT tagging probabilities in ¢t events for class I and
class II events. Shown are the probabilities for tagging one or more jets which
contain b or ¢ quarks (real tags) and the probabilities for tagging one or more
jets which do not contain b or ¢ quarks (mistags).

we compare the expected rates of tags with the observed rates in each of
four subsamples. The subsamples are events with (i) only SVX tags, (ii) only
SLT tags, (iii) both SVX and SLT tags, and (iv) No Tags. The division into
these subsamples was chosen to optimize, according to Monte Carlo studies,
the background fraction estimate, and is not identical to the mass subsample
division. Note that for subsample (iii) the tags can be on the same jet or on
different jets.

The expected numbers of events in each of these subsamples (indexed
by 7) can be calculated as a function of the numbers of ¢f events (N;;) and

non-top W+jets events in the event class, using an expression of the form:
er k k 1Lt
k i

Here the first term gives the expected contribution from ¢¢ events, and the last
two terms give the expected number of events from background processes. The
indices k and i refer to the background processes 1-6 and 7-13, respectively, in
Tables 4.1 and 4.2. The parameter a; is the (SVX or SLT) tagging probability
for tt events in the j** subsample, while cf and bg- are the tagging probabilities,
including those for mistags, for background processes k and 2. The quantities

represented by d;- are the coefficients of N, and N7 in Tables 4.1 and 4.2.
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The parameter Nfbs,j is the expected number of background events from the
k" process. Equation 4.1 applies separately to both class I and class II events.

The tagging probabilities in the expression above are derived from
the values in Tables 4.1-4.3, apart from some correlation terms. Correlation
terms between real and mistag probabilities and between SVX and SLT tag
probabilities are included in the calculations, but these terms are relatively
small and their effect on the final result is negligible.

To determine the background and ¢¢ contributions to class I and class
IT events, we constrain the total number of ¢f and background events (i.e.,
summed over the subsamples) to be equal to the observed number of events in
each class. Then we have just one parameter for each class, the fraction, f;z, of
tt events (or, equivalently, the fraction of background events). A given value
of f;z determines values of N; and Ny to be used in Eq. 4.1. A maximum

likelihood method is used to determine a best estimate of f;;. The likelihood

has the form:

L= HFj(ftg) (4.2)

where the " event falls into subsample j and the expected fraction of events
in subsample j is F;(ft{)

The results of the maximum likelihood fit are f;; = 0.1370%(stat.) &
.01(syst.) for class I, and f; = 0.45%3(stat.) & .05(syst.) for class II. The
statistical uncertainties correspond to changes in Iln L from the maxima by 0.5
units. The systematic uncertainties result from adding in quadrature the many
contributions due to changing all the relevant input rates and probabilities one
at a time by their stated uncertainties. These f;; values imply that tf events
comprise 11.57%7 of the 87 class I events and 28.5132 of the 64 class II events.
The numbers of ¢f and background events are summarized in Table 4.4.

To check that the model we are using is reasonable, we compare the

expected numbers of events in each subsample with the observed numbers.
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The comparison is presented in Table 4.5, and shows reasonable agreement

between expected and observed numbers.

Process Class I  Class II

tt 115783 28.5732

Absolute Backgrounds 7.9+0.9 7.4+1.8
W/Z+jets 67.6732  28.1175

Table 4.4: Estimated composition of the Top Mass Candidate Sample for class
I and class II events using the background likelihood fit described in the text.
Shown are the expected contributions from t¢ events, absolute backgrounds
(as listed in lines 1-6 in Tables 4.1 and 4.2) and W/Z+jets events. The sum of
each column is constrained to the number of observed events in the Top Mass
Candidate Sample.

Observed Expected
Subsample Class I Class IT Class I Class II
Only SVX tags 3 10 5.6 12.4
Only SLT tags 6 8 4.2 4.8
Both SVX and SLT tags 3 4 1.1 3.0
No tags 75 42 76.0 43.8
Total 87 64 87 64

Table 4.5: The number of observed and expected events in the four subsamples.
The expectation values are based on the background likelihood fit described
in the text. The events are separated into class I and class II events.

4.3.3 it and background events in the /+jets mass sub-

samples

Having found the numbers of ¢ and background events for the sam-

ples in class I and class II, we can go to the next step, i.e., compute the
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expected numbers of top and backgrounds events in the mass subsamples. To
arrive at estimated ¢t fractions in the mass subsamples, we need probabilities
for two SVX tags in an event. We must also combine the ¢¢ fractions for class
I and class II events in each tagged subsample. The untagged mass subsample
only contains class II events.

For most of the background channels the probabilities for two real
SVX tags (i.e., tags due to b-hadron, c-hadron, or 7 decays) are very small or
zero. The non-negligible probabilities are given in Table 4.6. Our calculations
for the SVX Double subsample do allow appropriately for real and fake tags
in all channels. The probabilities for events to enter into one of the four mass
subsamples use the probabilities in Tables 4.1, 4.2, and 4.6, and are computed

as follows:
P(SVX Single) = P(SVX)— P(SVX Double) (4.3)
P(SLT (no SVX)) = P(SLT)— P(SVX ® SLT) (4.4)
P(No Tag) = 1— P(SVX)— P(SLT (no SVX)) (4.5)

The symbol ® in the second line is used to signify the probability of obtaining
both an SVX and SLT tag in the same event.

Double SVX Tag Probability per Event (%)

Process Class I Class I1
W(Z)bb 1.940.5 3.7+1.0
tt 12.04+2.4 16.44-3.2

Table 4.6: The probability per event to have two SVX-tagged jets for W (Z)bb
background processes and for t¢ events. Double SVX-tag probabilities for all
other background processes are negligible and are set to zero. The probabilities
are evaluated for class I and class II events.

The computation of the expected ¢t fraction in each of the mass

subsamples proceeds as follows. First, for each mass subsample, we calculate
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the expected tt fraction in each event class. Then, the ¢ fractions for class I
and IT events are combined into a single ¢¢ fraction. For each class, the expected

tt fraction, g™, in mass subsample m is given by the following expression:

g" = m (4.6)
An expression of this form applies to both class I and class II events in each
mass subsample. The numerator, N is the expected number of tf events in
mass subsample m, and the denominator is the expected total number (¢ +
background) of events. The expected total number of events in subsample m
is calculated using an expression of the form shown in Eq. 4.1 (replace j with
m, and use the tagging probabilities appropriate for the mass subsamples).

The tt fractions for each event class in mass subsample m are then combined

into a single ¢t fraction, f/7', using the following expression:

Ni'gr* + Ni1git
N + N7}

fii = (4.7)

Here, N;* and N7} are the observed numbers of events, and g7* and g7} are the
predicted fractions of ¢f events in the two event classes in subsample m. The
expected number of tt events is given simply by the numerator of Eq. 4.7. For
the No Tag mass subsample we have f?' = g7}, because only class II events
contribute. Table 4.7 shows the observed number of events, the expected total
number of events (tf + background) and the expected contribution from tt
alone. Note that the total number of tZ events in each class is the same as that
of Table 4.4 as expected.

The f]? have both statistical and systematic uncertainties. The sta-
tistical uncertainties are asymmetric, and are convoluted with the systematic
uncertainties separately for classes I and II, and the results are in turn con-
voluted. The systematic uncertainties are assumed to be Gaussian. The end

result is a likelihood function for each fJ', which is used in the mass likeli-
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Class I Class 11

Total Total ¢t Total Total ¢t
Subsample Obs. Exp. Exp. Obs. Exp. Exp.
SVX Double 3 1.5 1.4 2 4.8 4.7
SVX Single 3 5.3 3.7 12 10.7 9.6
SLT (no SVX) 6 4.2 1.2 8 4.8 2.8
No Tags 75 76.0 5.2 42 43.8 114
Total 87 87 11.5 64 64 28.5

Table 4.7: The number of observed events, N, in the mass subsamples, the
total expected number of events, and the expected number of ¢f events. Events
in class I with No Tags are not used in the top quark mass analysis.

hood fit described in Section 7. These negative-log-likelihood distributions as
a function of the expected number of background events are shown in Fig. 4.1.

Finally, the estimated composition of each mass subsample can be
calculated from the f? values and the various tagging probabilities and event
rates. The result is shown in Table 4.8. The contributions from mistags are
included in the sums for each process. From the Table we see that 80% of the
background is from W+jets and Z+jets, and another 15% is from non-W/Z
events, i.e., from multijets (including bb events). The remaining 5% is from
diboson events, Z — 77, and single-top production. The background fraction
per subsample varies from 4% for SVX Double tagged events to 73% for No

Tag events.
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Item SVX SVX SLT
# Process Single Double (no SVX) No Tags Total
1 non-W/Z 0.5 0.0 1.0 4.6 6.1
2 wWWw 0.1 0.0 0.1 0.6 0.8
3 Wz 0.0 0.0 0.0 0.1 0.1
4 Z7Z 0.0 0.0 0.0 0.1 0.1
5 Z > 71T 0.1 0.0 0.2 0.5 0.8
6 Single Top 0.2 0.0 0.1 0.2 0.4
7 We+ Zc 0.2 0.0 0.8 1.7 2.7
8  Wbb+ Zbb 0.8 0.2 0.4 1.1 2.5
9 Wee+ Zce 0.4 0.0 0.8 2.0 3.2
10 W/Z+wu,dys 0.2 0.0 4.1 19.6 23.9
Background sum 2.470% 02+0.1 7.64+1.3 30473 40.7
11 tt 12.6 4.8 6.4 11.6 35.3
Observed events 15 5 14 42 76

Table 4.8: Expected composition (in events) for the four mass subsamples
from various processes. The W+jets and Z+jets processes have been summed
together. The No Tag subsample only includes contributions from class II, as
only these events are used in the top quark mass analysis.
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Single tags, (c¢) SLT (no SVX) tags, and (d) No Tag events.



Section 5

CORRECTIONS TO RAW
CALORIMETER ENERGIES

Calorimeter information is used to estimate the jet momenta and the
net transverse momentum of the particles recoiling against the ¢ system. This
section details how those estimates are made. The signal from each calorime-
ter tower is converted into a raw [48] energy estimate. Tower energies are then
used to evaluate the total energy in the event and other quantities used in the
top mass analysis. The raw measurements are corrected for non-instrumented
regions, non-linear response of the calorimeter, multiple interactions at high
luminosity, and other effects, before a constrained fit is applied to the ¢t can-
didate events. Also in this section checks of the jet energy scale are discussed,
this being the source of the largest systematic uncertainty in the measurement

of the top quark mass.

5.1 Jet corrections and their uncertainties

The raw momentum of a jet is calculated by adding vectorially the

momenta from all the towers belonging to the jet cluster (see Section 3.2).

33
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Tower momenta are calculated from tower energies with the assumption that
they are energies of particles with zero mass [49] that originate from the re-
constructed primary vertex and are located at the center of the tower. To
measure the top quark mass from candidate ¢ events, corrections are applied
to the raw jet momenta in order to obtain estimates of the momenta of the

daughter partons in the ¢t decay. The corrections occur in two stages.

o A set of “flavor-independent” corrections [33] is applied to all jets with

raw Er > 8 GeV.

e A second set of corrections, specific to ¢ events, is applied to the leading
four jets which are assumed to be the daughter jets from the ¢¢ decay.
These corrections are applied after the flavor-independent corrections,
and map the measured jet momenta to the momenta of the partons in

the tt decay.

A description of the corrections to the raw jet momenta is the focus of this

section.

5.1.1 Flavor-independent jet corrections

To account for detector and reconstruction effects, raw jet transverse
momenta are corrected using a set of “flavor-independent” jet corrections [33].

The following expression includes all the corrections applied:

Pr(R) = (Pi(R) X fru — UEM(R)) % funs(R) — UE(R) + OC(R). (5.1)

The parameter R:\/(An)2 + (A¢)? is the cone radius chosen for the jet mea-

surement; R=0.4 for this analysis. The corrections are described below:

® f.o, the relative energy scale, corrects for non-uniformities in calorimeter

response as a function of 7.
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e UEM(R) takes into account energy due to multiple interactions in the

event.

o fus(R), the absolute energy scale, maps the raw jet energy observed
in a cone of radius R into the average true jet energy. This average is

determined in the central calorimeter assuming a flat Pt spectrum.

e UE(R) takes into account the energy due to the underlying event, i.e.,
the energy from the primary pp interaction due to fragmentation of par-

tons not associated with the hard scattering,

e OC(R), corrects for the energy expected to be outside the cone radius
of 0.4.

The fus(R) and the OC(R) corrections are functions of the transverse mo-
mentum of the jet. The relative correction is primarily dependent on the
pseudorapidity of the jet, with only a weak dependence on the jet momentum.

The reconstruction of jets starts with the raw clustered energy, P**(0.4).
An uncertainty of +1% is assigned to the stability of the calorimeter over the
course of the data taking period. This systematic uncertainty was evaluated
by comparing the response of the calorimeter to single charged tracks between
data from Run 1 and data from the 1988-1989 run, which was used for the en-
ergy calibration discussed later. No systematic difference was observed. Also
the raw inclusive jet cross section [50] obtained with the 1988-1989 data run
was compared with that of the Run la data (after correcting for multiple in-
teractions) and it was found that the ratio was consistent with unity at the
5% level. Because of the rapidly falling Er spectrum, this corresponds to an
upper limit on a difference in the energy scale of 1%.

The relative correction is derived from di-jet balancing data and cor-
rects for the relative response of the different calorimeter sections to that

of the calorimeter in the central region (0.2 < || < 0.7) [49]. The plug
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Uncertainty on
|n| range relative correction

0.0-10.1 2.0 %
0.1-1.0 0.2 %
1.0-1.4 4.0 %
1.4 —-2.2 0.2 %
22-26 4.0 %
26—-34 0.2 %

Table 5.1: The percentage uncertainty on the relative jet energy correction
for various detector 5 ranges. The cracks in 7 between different detectors are
located near =0, 1.2, and 2.4, and have larger uncertainties than the regions
away from the cracks.

(1.1 < || < 2.4) and forward (2.4 < |n| < 4.2) regions are thus calibrated.
The precision to which this calibration is known is limited mostly by the num-
ber of di-jet events available. The effects of different resolutions of the central
and plug calorimeters on the energy measurements were studied using Monte
Carlo simulation and are properly included. The uncertainty is larger near
the cracks between the different detectors due to smaller statistics and worse
energy resolution. Table 5.1 gives the uncertainty (in %) on the relative cor-

rections for various detector 7 ranges.

The corrections for multiple interactions (UEM) in the same event
and the underlying event (UE) in the primary interaction are derived from
minimum bias data. The average number of interactions in Run la (N,=0.6)
is different from that of Run 1b (N,=1.8), hence a different procedure is used
for the two samples. For the Run la sample, 0.72 GeV/c is subtracted from the
jet Pt after the absolute correction and accounts for both effects on average.
For Run 1b, the effects of the underlying event and additional interactions
are separated. To account for multiple interactions, prior to the absolute

correction, 0.297 GeV/c is subtracted from the jet Pr for each additional
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reconstructed vertex in the event. This correction is obtained by studying the
amount of energy in the event as a function of the number of vertices over the
course of the run. For the underlying event (UE), we subtract 0.65 GeV/c

from each jet after the absolute correction.

The uncertainty on the UEM correction is estimated to be 100
MeV/c for each vertex in the event. The uncertainty in the UE correction
is evaluated by looking at variations in the energy density at +90° with re-
spect to the two jets in di-jet events when varying the maximal Et threshold
on the third jet from 5 to 15 GeV. Based on these studies, we assign a +30%
relative uncertainty to the underlying event correction [49, 33]. For jets with
Pt > 20 GeV/c the uncertainty is typically less than 0.5% of the jet’s P, as
shown in Fig. 5.1.

The absolute correction is derived from data and Monte Carlo plus de-
tector simulation. The simulation includes many features of the CDF calorime-
ters, the main ones being: non-linearity, cracks and less sensitive regions, sin-
gle tower thresholds. The response of the calorimeter to incident pions and
electrons is studied using testbeam data, minimum bias runs, special runs
which triggered on events containing single isolated tracks, as well as stan-
dard data runs. The detector simulation has been tuned to agree with these
data. The step from individual particle response to jets is achieved by tuning
the Monte Carlo (ISAJET) fragmentation parameters to reproduce a number
of distributions observed in di-jet data: number of charged particles, spectra
and invariant mass of charged particles, and the ratio of charged to neutral
energy [33]. The derived correction then accounts for non-linearity of the
calorimeter, energy losses near the boundaries of different calorimeter wedges,
response variation as a function of the position along the wedge and all the
other effects included in the simulation. The absolute correction, fu4:(0.4), as

cor

a function of corrected jet Py, P$", is shown in Fig. 5.2(a).
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response varies due to different systematic effects.
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The systematic uncertainty in the absolute correction is attributed
to (a) calorimeter response, and (b) fragmentation related effects [49, 33] (see
Fig. 5.1). The parameters that describe the calorimeter’s response to incident
electrons, photons and pions have uncertainties due to finite statistics and
assumptions which are made. For example, at low momentum (|p| < 5 GeV/¢),
the largest source of uncertainty in the charged pion response comes from
the estimation of the amount of energy in the shower from 7%’s. Additional
uncertainty comes from the uncertainty in the relative response across the face
of a calorimeter cell and the energy deposition in cracks between calorimeter
cells. The uncertainty in the calorimeter’s response to photons is assigned to
be the same as for electrons. Uncertainty in the fragmentation parameters
comes from the modeling of the tracking efliciency in jets, and the level of

agreement between the simulation and data.

The contributions to the jet E1 uncertainty from these sources are
evaluated by shifting the input values of these parameters by +1 and —1
standard deviation (410 and —10), and calculating the resulting shift in the
reconstructed jet energies. For (a) we separately vary the pion, electron, and
photon responses by +1lo and —1lo, and add the resulting shifts in the jet
energies in quadrature. For (b), we vary the charged tracking efficiency by its
uncertainty and reevaluate a new set of fragmentation parameters. These new
fragmentation parameters are in turn varied one at a time, and the resulting

deviations in the jet energies are added in quadrature.

The systematic uncertainties in the jet E1 scale from the sources
(a) and (b), as well as from the UE correction are shown in Fig. 5.1. The
total systematic uncertainty from these three sources is obtained by adding in

quadrature the three curves, and is shown as the solid curve in Fig. 5.1.

The out-of-cone correction was derived from a Monte Carlo simula-
tion and accounts for the energy falling outside the jet cone [49]. This study

was done with light quarks; the ¢¢ specific corrections take into account dif-
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ferences with heavy flavor jets. The amount of energy outside the cone of
R=0.4 is related to emission of low energy gluons from the initial partons,
and is referred to as “soft gluon” radiation. The correction factor, foc =

1+40C(0.4)/P1(0.4), is a function of the jet P corrected for all other effects

and is given by the equation,

23.0 (1.0 — 0.915 ¢=0-0974Pr)

= 1.0
foc + P,

(5.2)

The correction factor is shown in Fig. 5.2(a).

The systematic uncertainty on the jet momentum from the OC cor-
rection originates from the uncertainty in modeling the radiation of low energy
gluons in parton showers. To estimate this uncertainty, we use W+1 jet data
and a HERWIG Monte Carlo simulation of W41 jet events to compare the en-
ergy contained in an annulus with radii of 0.4 and 1.0 around the jet direction.

We define a variable F,

P (1.0) — Pr(0.4)

F= P(0.4)

(5.3)

where P1(0.4) and P1(1.0) are the jet momenta corrected using the corrections
described above (note that Eq. 5.2 is used for R=0.4; for R=1.0 the correction
is much smaller). The quantity F is the fractional difference of the momentum
in an annulus with radii between 0.4 and 1.0, calculated for each event using
the calorimeter towers in that annulus or using the average OC correction. A
comparison of data and Monte Carlo tests the agreement between the Monte
Carlo soft gluon radiation modeling and what is observed in the data in that
annulus. Figure 5.3 shows the mean value of F' as a function of the corrected
P1 (corrected using a cone size of 0.4) for data and Monte Carlo. There is
a clear difference between the two distributions. This implies that the jet
shapes in data and Monte Carlo disagree at the few % level. The difference
between HERWIG and data is shown in Fig. 5.4. We take this difference as
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the uncertainty on the out-of-cone correction. Its effect on the top quark
mass measurement is referred to as the systematic uncertainty from soft gluon

radiation.

Similar distributions have been obtained for other sets of data, namely
Z 4+ 1 jet data and jet data with two b-tagged jets. Since the statistics for
the latter sets of data are low, only the W41 jet data are used. A fit to
the points of Fig. 5.4 gives a maximum (upper dotted curve) uncertainty of
8P1/Pr = exp(2.467 — 0.074P1) + 1.438 (in %). It can be seen that for jets
typical of those produced in tf events (~ 30— 90 GeV for M,,, = 175 GeV/c?),
the difference between HERWIG and data is < 2%. For softer jets, the differ-

ence is closer to 4%.

The systematic uncertainty assigned to the soft gluon radiation ac-
counts for differences in the energy contained in the annulus 0.4 < R < 1.0
between data and the Monte Carlo simulation. For the additional energy which
falls outside a cone of 1.0, we assign an uncertainty of + 1 GeV. We refer to

this energy as “splash-out”.

In summary, Figure 5.2 shows some of the flavor-independent jet
corrections and their Pp dependence. Figure 5.2(a) shows the absolute and
out-of-cone correction factors as a function of the corrected jet Py. They vary
from ~1.3 at Py = 15 GeV/c to ~1.12 for Pt > 100 GeV/c. Figure 5.2(b)
shows the ratio of the fully corrected jet Pp (P{") to the raw jet Py (PRY)
as a function of the fully corrected jet Py. Jets from ¢t events typically have
a Pr of &~ 30 — 90 GeV/c, for which the average jet correction factor is ~
1.45. Figure 5.2(c) shows the correction factor as a function of PV, Finally,
Fig. 5.2(d) shows the fraction of momentum measured in the detector before
the jet corrections as a function of the corrected jet Pr. Figure 5.5 shows the
overall systematic uncertainty as a function of the corrected Py of the jets.

In the 30-90 GeV/c range, the systematic uncertainty on jet energies is about

4%.
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5.1.2 Checks on the jet E, scale and its uncertainty

The procedures used to obtain the jet corrections and their system-
atics have been checked by applying them to Z + 1 jet events, where the
Z-boson decays into either ete™ or utu~. The energy scale for electrons and
the momentum scale for muons are known to a precision of 0.14% and 0.065%
respectively [31]. In the absence of initial state radiation, such events are
expected to have zero net transverse momentum. The jet in each event is
corrected according to the previous prescription, and the quantity

5 _ Pi(2) = Paiet) 5.
P1(2)

is calculated, where P1(Z) is in the range 30-150 GeV/c. The lower limit was

chosen to avoid biases due to the sample selection. The jet recoiling against
the Z boson is required to have an uncorrected Er > 8 GeV and |p| < 2.4.
To test the jet energy scale we need a clean environment, i.e., events in which
there is only one jet recoiling against the Z boson. We therefore require that
any additional calorimeter cluster have an uncorrected energy Er < 6.0 GeV
(at any 7).

To separate detector effects from those due to gluon radiation in the
initial state, we use the component analysis first suggested in Ref [51]. We
compute the direction of the bisector between the Z and the jet directions
in the transverse plane. The “parallel component” of Fj is then defined to
be the component perpendicular to the bisector. Balancing the jet against
the Z along this component will give information about the jet energy scale.
Figure 5.6 shows the distribution of this component of F, in Z+1 jet events for
data and Monte Carlo. The difference in the medians of the two distributions
is:

(AFy) = (3.2 & 1.5(stat) £ 4.1(syst))%. (5.5)
The 4.1% systematic uncertainty was calculated using the jet energy uncertain-

ties discussed in the previous section. We conclude that any possible energy
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scale shift detected by this check is compatible with zero within the evaluated

uncertainties.

5.1.3 Jet momentum corrections for tf events

The tt specific jet momentum corrections are designed to make an
average correction to the jet momenta to obtain an estimate of the original
parton momenta [1]. The Pt spectra of partons from HERWIG generated t¢
events which pass our experimental selection cuts are shown in Fig. 5.7. The t¢-
specific corrections account for (a) the difference in the Py spectrum between
top induced jets and the flat spectrum used to derive the flavor-independent
corrections, (b) the energy lost through semileptonic b and c-hadron decays,
and (c) the multi-jet final state of ¢ events as compared to di-jet final state
used to derive the flavor-independent corrections. The correction for these
three effects are derived using the HERWIG Monte Carlo generator with an
input top quark mass of 170 GeV/c?. The generated events are processed
using the CDF simulation and reconstructed in the same way as the data
sample. An average correction factor is determined by first matching (in 7 — ¢
space) the reconstructed jets with the generated partons, and then comparing
the reconstructed jet Pr (after the flavor-independent corrections) with the
original parton Pr. The correction is given by the median of the distribution
of A = (Py(parton) — Py(jet))/Pr(jet). This is done as a function of the
reconstructed jet Pr.

Figure 5.8 shows the size of the ti-specific correction factors for four
types of jets: (A) jets from hadronic W decays, (B) average b jets ( no selection
on decay mode) (C) b jets containing an electron, and (D) b jets containing a
muon. The general shape of each curve is primarily a result of the difference
between using a flat jet P spectrum and the spectrum appropriate for top
decays. In particular, this difference is responsible for the rising values of

the curves at low Pp, and the asymptotic values at large Pp. The larger
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Figure 5.6: Parallel component of transverse momentum imbalance between
the Z and the jet in reconstructed Z + 1 jet candidate events. Both data
(solid) and Monte Carlo (dashed) are shown (see text).
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corrections applied to the b jets with a soft lepton are a consequence of the
amount of energy carried off by undetected neutrinos, and, for jets containing
a b — prvX decay, of the fact that muons deposit only ~2 GeV, on average,

in the calorimeter.

The flavor-independent and t¢-specific corrections bring the median
reconstructed jet P into agreement with the initial parton Pt in tf events.
The uncertainty on the jet P1 after these corrections is given by the o of the
A distribution, defined as one half of the separation of the 16th and 84th per-
centiles of the distribution. For each bin of reconstructed jet Pr, we obtain
the o of the A distribution, which is then parametrized as a function of the
reconstructed jet Pp. These uncertainties are shown in Fig. 5.9 for jets from W
decay and b jets. As above, we display curves for generic b jets (no selection on
decay mode), for jets containing an electron, and for jets containing a muon.
These jet P1 uncertainties are input into the kinematic mass fitter (see Sec-
tion 6) and dictate how much the jet energies can be altered to accommodate
the applied constraints.

The jet corrections described above are applied only to the four high-
est Pr jets in the event, which are assumed to be daughters of the ¢ and ¢
decays. Any additional jets beyond the leading four jets are corrected only
with the “flavor-independent” corrections (excluding the out-of-cone correc-
tions, see Section 5.2) and are assigned an uncertainty of 0.1P1 @ 1 GeV/ec.

This curve is also shown in Fig. 5.9.

5.1.4 Summary of systematic uncertainties on jet en-
ergy measurements
A number of corrections are performed to estimate the original parton

momenta from the observed jets. The jet energy scale uncertainty is evaluated

from the uncertainties in the corrections for calorimeter stability, multiple
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Figure 5.7: Pt distributions for partons from top quark decays obtained from
the HERWIG Monte Carlo program after simulation of detector response and
including the effects of the Top Mass Candidate Sample data selection. The
solid line indicates the distribution for light quarks from the W — ¢q’ decay
and the dashed line is the distribution for b quarks.
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Figure 5.8: The tt-specific corrections applied to jets according to available b-
jet information. The curves show the fractional change to the corrected jet Pt
after all “flavor-independent” jet corrections have been applied. The curves
are for: (A) jets from the decay of W bosons, (B) jets from all b quarks (no
selection on decay mode), (C) jets from b quarks containing an electron, and
(D) jets from b quarks containing a muon.
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Figure 5.9: Fractional uncertainty in the estimated parton Pt as a function
of the jet Py after the flavor-independent jet corrections are applied. The
uncertainty shown on the vertical axis is given as a fraction of the jet Pr.
Curves (A) through (D) have the same meaning as for the previous figure.
The curve labeled (E) is used for the jets beyond the four highest-Pt jets and
is applied only to the Pt within the cone of radius R=0.4.
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interactions, calorimeter response, jet fragmentation, underlying event, out-of-
cone correction, and splash out. Figure 5.5 shows the dependence of the overall
jet energy scale uncertainty on the corrected jet Pp. The total systematic
uncertainty varies between 7% for jets with corrected Pt of 20 GeV/c and
3.5% for jets with P1=150 GeV/e.

We do not assign a separate systematic uncertainty to the top specific
corrections. Such uncertainties may arise from modeling of initial and final
state gluon radiation, and modeling of the primary parton collision. We discuss

these uncertainties in Section 9.

5.2 Measurement of other calorimeter variables

To measure the top mass we apply energy-momentum conservation
to the process pp — tf + X, with subsequent decay of the ¢ (£) into W + b (b)
(see Section 6). Here, X is the unspecified particles which recoil against the
tt system. The calorimeter provides the measurement of X, the transverse
momentum of X. The quantity X7 is computed from the energy left over

after the lepton and the four jets from the tf system are removed from the

total measured energy. This leaves two terms:

Njets
XT == UT + Z E'T(jet) (56)
1=5

Each component of the unclustered energy, ﬁT, is defined 